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The following analysis provides an analysis of the transformation undergone by the maximum
a posteriori cost function as a priori information, process noise, and measurements are ingested by
a square root information filter and smoother with a mixed real-integer state. The analysis supports
claims made in [1].

1 Filtering Analysis

The initial cost function at time 7, embedded with square root information equations that encode
the a priori information about the real-valued state and the process noise and with square root
information equations relating the new measurements to the real- and integer- valued state can be
written as follows:
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A priori process noise information Measurements

Note that the nonhomogeneous measurement term for the a priori process noise is set to 0 since
the process noise is assumed to be zero-mean.
Stacking the a priori terms at time ¢ we can rewrite the cost as:
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To form the big block matrix above, we used the following identity:
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x;and n; can be written in terms of x;41 and n;jaccording to their respective dynamics models:
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wherem = numel(n; 1) — 1. Substituting x;with x;;; and n; with n;jinto the above cost function,
we arrive at:
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where [2|0] represents the augmentation of the square-root information matrices with a column of
0’s to represent the introduction of a new integer between time 7 and ¢ + 1. Zeros are used to
indicate that no knowledge is known about this new integer.

By QR factorizing the big block matrix and left multiplying the insides of the first term by Q7,

one can propagate the state elements forward to i + 1 and arrive at the following equivalent cost
function:
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Next, by unpacking the process noise data equation from the big block matrix (see (1)) and replacing



it with the latest measurement at time ¢ + 1, one can rewrite the cost as:
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Next QR factorize this new big matrix and left multiply by QT to perform a measurement update
to get :
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The cost function can now be unpacked from its big block matrix form and written as follows:
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The above steps can be reiterated for i < i + 1.
After incorporating all measurements up to time ¢ = K, the cost function can be written as:
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2 Smoothing Analysis

Next, we can derive the above mixed integer-real cost function after smoothing. We first define the
smoother’s initial nonhomogeneous term zj -, initial square-root information matrix R} ,, and
the integer-valued vector estimate nx at time K. The new quantities are derived from the variables
output after running the filter:
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These variables can be substituted into the cost function in (2) to arrive at:
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We can use the following dynamics equation to eliminate xj in favor of xx_1 and ng in favor
of flK,1:
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where 7;, is the last component of N, the integer that arose between time K — 1 and K, if there
was one. Stacking the first term and part of the third term of (3) and applying these substitutions,
we arrive at
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After QR factorization and left multiplying, we propagate the smoother from time K to K — 1:
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Unpacking the cost function, decrementing ¢ by 1, we can repeat the last two steps of subsitution
and QR factorization until s = 0 and the cost function looks as follows:
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From this, it is clear that the minimum cost for both the filter and the smoother are the same,
however the minimizing values of x} s and wj.s will be different. The only difference is that the
dynamics are enforced going backward. A good analogy here is that between the filtering and
smoothing stage, the minimization landscape is changing, however, the minimum value remains the
same.
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