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ABSTRACT

This paper develops, implements, and validates a powerful single-antenna carrier-phase-based test to detect Global Navigation Satellite Systems (GNSS) spoofing attacks on ground vehicles equipped with a low-cost inertial measurement unit (IMU). Increasingly-automated ground vehicles require precise positioning that is resilient to unusual natural or accidental events and secure against deliberate attack. This paper’s spoofing detection technique capitalizes on the carrier-phase fixed-ambiguity residual cost produced by a well-calibrated carrier-phase-differential GNSS (CDGNSS) estimator that is tightly coupled with a low-cost IMU. The carrier-phase fixed-ambiguity residual cost is sensitive at the sub-centimeter-level to discrepancies between measured carrier phase values and the values predicted by prior measurements and by the dynamics model, which is based on IMU measurements and on vehicle constraints. Such discrepancies will arise in a spoofing attack due to the attacker’s practical inability to predict the centimeter-amplitude vehicle movement caused by roadway irregularities. The effectiveness of the developed spoofing detection method is evaluated with data captured by a vehicle-mounted sensor suite in Austin, Texas. The dataset includes both consumer- and industrial-grade IMU data and a diverse set of multipath environments (open sky, shallow urban, and deep urban). Artificial worst-case spoofing attacks injected into the dataset are detected within two seconds.

INTRODUCTION

The combination of easily-accessible low-cost Global Navigation Satellite System (GNSS) spoofers and the emergence of increasingly-automated GNSS-reliant ground vehicles prompts a need for fast and reliable GNSS spoofing detection [1], [2]. To underscore this point, Regulus Cyber recently spoofed a Tesla Model 3 on autopilot mode, causing the vehicle to suddenly slow and unexpectedly veer off the main road [3].
Among GNSS signal authentication techniques, signal-quality-monitoring (SQM) and multi-antenna could be considered for implementation on ground vehicles [4]. However, SQM tends to perform poorly on dynamic platforms in urban areas where strong multipath and in-band noise are common [4]–[7], and multi-antenna spoofing detection techniques, while effective [8], [9], are disfavored by automotive manufacturers seeking to reduce vehicle cost and aerodynamic drag. Thus, there is a need for a single-antenna GNSS spoofing detection technique that performs well on ground vehicles despite the adverse signal-propagation conditions in an urban environment.

In a concurrent trend, increasingly-automated ground vehicles demand ever-stricter lateral positioning to ensure safety of operation. An influential recent study calls for lateral positioning better than 20 cm on freeways and better than 10 cm on local streets (both at 95%) [10]. Such stringent requirements can be met by referencing lidar and camera measurements to a local high-definition map [11], [12], but poor weather (heavy rain, dense fog, or snowy whiteout) can render this technique unavailable [13]. On the other hand, recent progress in precise (dm-level) GNSS-based ground vehicle positioning, which is impervious to poor weather, has demonstrated surprisingly high (above 97%) solution availability in urban areas [14]. This technique is based on carrier-phase differential GNSS (CDGNSS) positioning, which exploits GNSS carrier phase measurements having mm-level precision but integer-wavelength ambiguities [15].

Key to the promising results in [14] is the tight coupling of CDGNSS and IMU measurements, without which high-accuracy CDGNSS solution availability is significantly reduced due to pervasive signal blockage and multipath in urban areas (compare the improved performance of [14] relative to [16]). Tight coupling brings mm-precise GNSS carrier phase measurements into correspondence with high-sensitivity and high-frequency inertial sensing. The particular estimation architecture of [14] incorporates inertial sensing via model replacement, in which the estimator’s propagation step relies on bias-compensated acceleration and angular rate measurements from the IMU instead of a vehicle dynamics model. As a consequence, at each measurement update, an *a priori* antenna position is available whose delta from the previous measurement update accounts for all vehicle motion sensed by the IMU, including small-amplitude high-frequency motion caused by road irregularities. Remarkably, when tracking authentic GNSS signals in a clean (open sky) environment, the GNSS carrier phase predicted by the *a priori* antenna position and the actual measured carrier phase agree to within millimeters.

This paper pursues a novel GNSS spoofing detection technique based on a simple but consequential observation: it is practically impossible for a spoofer to create a false ensemble of GNSS signals whose carrier phase variations, when received through the antenna of a target ground vehicle, track the phase values predicted by inertial sensing. In other words, antenna motion caused by road irregularities, or rapid braking, steering, etc., is sensed with high fidelity by an onboard IMU but is unpredictable at the sub-cm-level by a would-be spoofer. Therefore, the differences between IMU-predicted and measured carrier phase values offer the basis for an exquisitely sensitive GNSS spoofing detection statistic. What is more, such carrier phase fixed-ambiguity residual cost is generated as a by-product of tightly-coupled inertial-CDGNSS vehicle position estimation such as performed in [14].

Two difficulties complicate the use of fixed-ambiguity residual cost for spoofing detection. First is the integer-ambiguous nature of the carrier phase measurement [15], which causes the post-integer-fix residual cost to equal not the difference between the measured and predicted carrier phase, as would be the case for a typical residual, but rather this difference modulo an integer number of carrier wavelengths. Such integer folding complicates development of a probability distribution for a detection test statistic based on carrier phase fixed-ambiguity residual cost.

Second, the severe signal multipath conditions in urban areas create thick tails in any detection statistic based on carrier phase measurements. Setting a detection threshold high enough to avoid false spoofing alarms caused by mere multipath could render the detection test insensitive to dangerous forms of spoofing. Reducing false alarms by accurately modeling the effect of a particular urban multipath environment on the detection statistic would be a Sisyphean undertaking, requiring exceptionally accurate up-to-date 3D models of the urban landscape, including materials properties.

This paper takes an empirical approach to these difficulties. It does not attempt to develop a theoretical model to delineate the effects of integer folding or multipath on its proposed carrier-phase fixed-ambiguity residual cost based detection statistic. Rather, it develops null-hypothesis empirical distributions for the statistic in both shallow and deep urban areas, and uses these distributions to demonstrate that high-sensitivity spoofing detection is possible despite integer folding and urban multipath.

**Related Work**

The idea of using coupled GNSS and inertial sensing to detect GNSS spoofing was first explored for aviation [17]–[22]. Wind gusts and turbulence cause rapid movement of aircraft that are instantaneously reflected in calibrated inertial measurements.
As with road irregularities for ground vehicles, a GNSS spoofer will find it challenging to track and replicate such movements in real-time. However, this prior work either did not exploit carrier-phase measurements or relied on a tactical-grade IMU, rendering solutions either too slow (long time-to-detect) or too expensive.

Accumulating innovation faults within a specified time window in a loosely coupled INS/GNSS Kalman filter was investigated in [23]. For a given time window, there are two ways to accumulate the slowly-drifting faults. One averages the normalized sum-squared innovations of each epoch (innovation averaging); the other averages the measurements within a time window and subsequently performs a snapshot test (measurement averaging). Innovation averaging has little effect on the Kalman filter prediction and filtering process, so it can be easier to deploy and can be designed as an add-on function. Measurement averaging requires small modifications of the Kalman filter measurement update process. The position-domain spoofing detection strategy in [23] required 15 seconds to detect a fairly obvious spoofing attack with position drift of 5 m/s. Such a time to detect is unacceptably long for an automated ground vehicle.

Prior work in spoofing detection specifically for ground vehicles demonstrated that low-cost IMUs could be used to detect GNSS spoofing by constructing a coherency test between the GNSS and inertial measurements [24]. But the test statistic in [24] was constructed from position-domain measurements, and so is much less sensitive than the carrier-phase-based test proposed in the current paper, resulting in an unacceptably-long (3 minute) time to detection.

**Contributions**

This paper’s primary contributions are (i) the development and verification of a highly sensitive all-environment single-antenna GNSS spoofing detection technique based on carrier-phase fixed-ambiguity residual cost produced by a well-calibrated CDGNSS solution that is tightly coupled with a low-cost IMU, (ii) the introduction of an artificial worst-case spoofing methodology, and (iii) a comparison between industrial- and consumer-grade IMUs for spoofing detection within the proposed framework.

**MEASUREMENT MODEL**

The full formulation of the measurement model for the tightly-coupled GNSS-IMU estimator on which this paper’s spoofing detection technique is based may be found in [14]. Key developments are presented here for the reader’s convenience.

The estimator ingests \( N_k \) pairs of double-difference (DD) GNSS observables at each GNSS measurement epoch, with each pair composed of a pseudorange and a carrier phase measurement. The measurement vector at epoch \( k \) is

\[
z_k \triangleq \begin{bmatrix} \rho_k^T, \phi_k^T \end{bmatrix}^T \in \mathbb{R}^{2N_k}
\]

where \( \rho_k \) and \( \phi_k \) are vectors of double-difference pseudorange and carrier phase measurements, both in meters. At epoch \( k \), after linearizing about the \textit{a priori} state estimate, a measurement model can be expressed as

\[
\nu_k = H_{ik} \delta x_k - H_{nk} n_k + w_{\nu_k}, \quad w_{\nu} \sim \mathcal{N}(0, \Sigma_k)
\]

(1)

where \( \nu_k \) is the difference between the measurement \( z_k \) and its modeled value based on the \textit{a priori} state estimate, \( H_{ik} \) and \( H_{nk} \) are Jacobians, \( \delta x_k \) is the state estimate error vector, \( n_k \in \mathbb{Z}^{N_k} \) is the the integer ambiguity vector, and \( w_{\nu_k} \) is noise. A short-baseline regime is assumed for the DD measurements, which implies that ionospheric, tropospheric, ephemeris, and clock errors are cancelled in the double differencing, leaving \( w_{\nu_k} \) to account only for multipath and receiver thermal noise. The prior on the real-valued error state can be expressed in terms of the following data equation:

\[
0 = \delta x_k + w_{z_k}, \quad w_x \sim \mathcal{N}(0, \bar{P}_k)
\]

(2)

The CDGNSS measurement update of the tightly-coupled GNSS-IMU estimator can be cast in square-root form for greater numerical robustness and algorithmic clarity [25]. Given \( \nu_k \), \( H_{ik} \), \( H_{nk} \), and the data equation above, the measurement update can be defined as the process of finding \( \delta x_k \) and \( n_k \) to minimize the cost function

\[
J_k(\delta x_k, n_k) = \| \nu_k - H_{ik} \delta x_k - H_{nk} n_k \|^2_{\hat{P}_k^{-1}} + \| \delta x_k \|^2_{\hat{P}_k^{-1}}
\]
The vector cost components can be normalized by left multiplying with square-root information matrices based on Cholesky factorization $R_k = \text{chol}\left(\Sigma_k^{-1}\right)$, $R_{xxk} = \text{chol}\left(P_k^{-1}\right)$:

$$J_k(\delta x_k, n_k) = \frac{1}{2} \left\| \begin{bmatrix} \delta x_k \\ n_k \end{bmatrix} - \begin{bmatrix} R_k \nu_k \\ R_k H_{tk} \end{bmatrix} \right\|^2$$

$$= \nu_k' - \begin{bmatrix} H_{tk}' \end{bmatrix} \begin{bmatrix} \delta x_k \\ n_k \end{bmatrix}$$

The cost $J_k$ can be decomposed via QR factorization

$$[Q_k, R_k] = \text{qr}\left(\begin{bmatrix} H_{tk}' \\ H_{nk}' \end{bmatrix}\right)$$

where matrix $Q_k$ is orthogonal and $R_k$ is upper triangular. Because $Q_k$ is orthogonal, the components of $J_k$ inside the norm can be left-multiplied by $Q_k^T$ without changing the cost, and $J_k$ can be decomposed into 3 terms:

$$J_k(\delta x_k, n_k) = \left\| Q_k^T \nu_k' - R_k \begin{bmatrix} \delta x_k \\ n_k \end{bmatrix} \right\|^2$$

$$= \left\| \begin{bmatrix} \nu_k'' \\ \nu_k'' \\ \nu_k'' \end{bmatrix} - \begin{bmatrix} R_{xxk} & R_{xnk} \\ 0 & R_{nk} \end{bmatrix} \begin{bmatrix} \delta x_k \\ n_k \end{bmatrix} \right\|^2$$

$$= \left\| \begin{bmatrix} \nu_k'' - R_{xxk} \delta x_k - R_{xnk} n_k \\ \nu_k'' - R_{nk} n_k \end{bmatrix} \right\|^2 \left(\frac{1}{J_{1k}(\delta x_k, n_k)} \right) + \left\| \begin{bmatrix} \nu_k'' - R_{nk} n_k \end{bmatrix} \right\|^2 \left(\frac{1}{J_{2k}(n_k)} \right)$$

(3)

If both the measurement model and $R_{xxk}$ are not ill-conditioned, then $R_{xxk}$ and $R_{nk}$ are invertible. $J_{1k}$ can be zeroed for any value of $n_k$ due to the invertibility of $R_{xxk}$. $J_{3k}$ is the irreducible cost, and, under a single-epoch ambiguity resolution scheme, can be shown to be equal to the normalized innovations squared (NIS) associated with the double-difference pseudorange measurements.

$J_{2k}$ is the extra cost incurred by enforcing the integer constraint on $n_k$. If $n_k$ is allowed to take any real value (the float solution), $J_{2k}$ can be zeroed due to the invertibility of $R_{nk}$. The float solution $\{\delta \tilde{x}_k, \tilde{n}_k\}$ is formed by choosing $\delta \tilde{x}_k$ and $\tilde{n}_k$ to zero $J_{1k}$ and $J_{2k}$. Because $R_k$ is upper triangular, these values can be found by efficient backsubstitution. The fixed solution $\{\delta \hat{x}_k, \hat{n}_k\}$ is found via an integer least squares (ILS) solver, yielding

$$\hat{n}_k = \arg\min_{n_k \in \mathbb{Z}^{N_k}} J_{2k}(n_k)$$

$$\delta \hat{x}_k = R_{xxk}^{-1} (\nu_k'' - R_{xnk} \hat{n}_k)$$

(4)

Note that $R_{xxk}$ is the a posteriori state vector square-root information matrix conditioned on $n_k = \hat{n}_k$.

**TEST STATISTIC**

Key to this paper’s spoofing detection statistic is the integer-fixed carrier-phase residual cost

$$\epsilon_{\phi k} = J_{2k}(\hat{n}_k)$$

which can also be thought of as the ILS solution cost $[26]$. This is small whenever the carrier phase measurements are consistent with the prior state estimate, the pseudorange measurements, and with the assumption of integer-valued carrier-phase ambiguities. It is one of several acceptance test statistics used to decide whether the fixed solution $\hat{n}_k$ is correct with high probability $[15]$. In $[27]$, $\epsilon_{\phi k}$ was incorporated in a statistic used to detect carrier cycle slips. It can similarly be used to detect false integer fixes, just as with other integer aperture acceptance test statistics, or the lingering effects of conditioning the real-valued part of the state $\delta \tilde{x}_k$ on a previous false fix $[14]$.

Furthermore, $\epsilon_{\phi k}$ provides a highly sensitive statistic for spoofing detection. When no spoofing is present, there is tight agreement between the IMU-propagated a priori state estimate and GNSS data resulting in a small $\epsilon_{\phi k}$. If the vehicle hits a bump in the road, the GNSS antenna phase center will rise by a few centimeters, and the inertial sensor will detect a corresponding acceleration, which will get propagated through to the a priori state. On the other hand, when spoofing is
present, a discrepancy between inertial and GNSS data will arise at the carrier-phase level, leading to $\epsilon_{\phi k}$ being larger than usual.

A windowed sum of $\epsilon_{\phi k}$ offers even greater sensitivity to false fix events at the expense of a longer time to detect. The test statistic used to detect spoofing in this paper is the windowed fixed-ambiguity residual cost (WFARC), $\Psi_k$. This is calculated over a moving window of fixed length $l$ of past GNSS measurement epochs. It has $N_{\Psi_k}$ degrees of freedom and is calculated by

$$
\Psi_k \triangleq \sum_{n=k-l+1}^{k} \epsilon_{\phi n}, \quad N_{\Psi_k} \triangleq \sum_{n=k-l+1}^{k} N_n
$$

where $N_k$ is the number of DD carrier phase measurements at epoch $k$. In this paper, a window length of $l = 10$ past GNSS measurement epochs (amounting to a window of 2 seconds) is used.

If the filter is consistent and the integer ambiguities are correctly resolved, then $\Psi_k$ should be approximately $\chi^2$-distributed with $N_{\Psi_k}$ degrees of freedom. This distribution is approximate due to the “integer-folding” effect: large phase residuals are not possible because of integer-cycle phase wrapping. A statistical consistency test can be performed by choosing a desired false-alarm rate $\bar{P}_f$ and declaring a false fix if $\Psi_k > \gamma_{\Psi_k}$, where the threshold $\gamma_{\Psi_k}$ is calculated by evaluating the inverse cumulative distribution function of $\chi^2(N_{\Psi_k})$ at $\bar{P}_f$.

Compared to a single residual $\epsilon_{\phi k}$, $\Psi_k$ has greater statistical power for consistency testing and helps avoid premature declaration of spoofing due to sporadic measurement outliers. However, increasing the window length $l$ also increases the latency to detect a spoofing event. This statistical test is conducted at each GNSS measurement epoch. The null hypothesis, $H_0$ denotes no spoofing detected, and the alternate hypothesis, $H_1$ indicates the detection of spoofing. These are declared according to the rule

$$
\delta(\Psi_k) = \begin{cases} 
H_0 & \text{if } \Psi_k < \gamma_{\Psi_k} \\
H_1 & \text{if } \Psi_k \geq \gamma_{\Psi_k}
\end{cases}
$$

**DATA COLLECTION**

Data was gathered on the UT Radionavigation Laboratory (RNL) Sensorium, an integrated platform for automated and connected vehicle perception research. It is equipped with multiple radars, IMUs, GNSS receivers, and a lidar, as shown in Fig. 1. With the Sensorium, the RNL produced a public benchmark dataset collected in the dense urban center of the city of Austin, TX called TEX-CUP [28] for evaluating multi-sensor GNSS-based urban positioning algorithms [16]. The data captured includes a diverse set of multipath environments (open-sky, shallow urban, and deep urban) as shown in Fig. 2. The TEX-CUP dataset provides raw wideband IF GNSS data with tightly synchronized raw measurements from multiple IMUs and a stereoscopic camera unit, as well as truth positioning data. This allows researchers to develop algorithms using any subset of the sensor measurements and compare their results with the true position.

![Fig. 1: The UT RNL has developed a multi-modal ground-vehicle-mounted integrated perception platform call the Sensorium. It houses three different types of IMU, two triple-frequency GNSS antennas, three radar sensors, and two cameras. An extensive localization pipeline based on these sensors has been developed.](image-url)
For this paper’s analysis, only the raw GNSS intermediate-frequency (IF) samples from the primary antenna and inertial data from TEX-CUP were considered, along with inertial data. Two-bit-quantized IF samples were captured at the Sensorium and at the reference station through the RadioLynx, a low-cost L1+L2 GNSS front end with a 5 MHz bandwidth at each frequency, and were processed with the RNL’s GRID SDR [29]–[33]. The tightly-coupled CDGNSS estimator described earlier was implemented in C++ as a new version of the GRID’s sensor fusion engine. The system’s performance was separately evaluated using inertial data from each of the Sensorium’s two MEMS inertial sensors. The first, a LORD MicroStrain 3DM-GX5-25, is an industrial-grade sensor. The second, a Bosch BMX055, is a surface-mount consumer-grade sensor.

TEX-CUP provides ground truth data for the vehicle position and orientation. The truth dataset was generated by a combination of sensor fusion and a tactical-grade IMU. The Sensorium is equipped with an iXblue ATLANS-C: a high-performance RTK-GNSS coupled fiber-optic gyroscope inertial navigation system. The post-processed fused RTK-INS position solution obtained from the ATLANS-C is taken to be the ground truth trajectory. Post-processing software provided by iXblue generates a forward-backward smoothed position and orientation solution with fusion of AsteRx4 RTK solutions and inertial measurements. The post-processed solution is accurate to better than 10 centimeters throughout the dataset. The effectiveness of the developed spoofing detection method is evaluated with these datasets.

![Google Street View imagery of a few challenging scenarios encountered in the TECUP dataset](image)

**SPOOFING METHODOLOGY**

The total signal at the victim receiver antenna is

\[ y_{\text{tot}}(t) = y_a(t) + y_s(t) + \nu(t) \]

where \( y_a(t) \) is the authentic signal, \( y_s(t) \) is the spoofed signal, and \( \nu(t) \) is the received noise. Under a challenging spoofing attack, \( y_s(t) \) contains a perfect null of the authentic signal and \( \nu(t) \) is entirely naturally generated, i.e., not introduced by the spoofer.
Physical-Layer Spoofing

To artificially simulate a spoofing attack, over-the-air, cable injection, and digital signal injection spoofing were considered. Over-the-air attacks are possible [34–36], but are not authorized in urban areas. A cable injection attack would be permissible for a live experiment in an urban area, and digital signal combining, as in [37], is a powerful after-the-fact spoofing technique. But in both cases it is challenging to explore a worst case spoofing attack in which the authentic signals \( y_a \) are entirely nulled by an antipodal spoofing signal, as described in [37]. Experience with \( ds7 \) and \( ds8 \) from the Texas Spoofing Test Battery (TEXBAT, [38], [39]) revealed that such antipodal spoofing is difficult to maintain under even static laboratory conditions. The remnant authentic signal from an unsophisticated and imperfect spoofing attack sullies the test statistic, making detection too easy and leading to an overly optimistic performance assessment.

Of course, nulling \( y_a \) can also be achieved by generating a spoofing signal so powerful that it buries the authentic signal below the receiver’s noise floor. But this should not be considered a worst case attack because the overwhelmingly high received signal power from the spoofer is easily detected [5].

In short, physical-layer spoofing is challenging to conduct in such a way as to present a convincing worst-case spoofing attack to this paper’s detector.

Observation-Domain Spoofing

It is important to evaluate spoofing detection techniques on a worst-case spoofing attack, with the idea being that if the proposed detection strategy is effective on the worst-case scenario, it is even more effective on weaker attacks. Accordingly, this paper adopts observation-domain spoofing. The spoofing in the observation domain is advantageous because the authentic signal is inherently nulled, presenting a subtle attack.

The first method of implementing observation-domain spoofing is position offset spoofing. With position offset spoofing, a position offset \( \delta r \) is added to the authentic measured position \( \delta r_a \) to generate a spoofed position \( r_s = r_a + \delta r(t) \). This is accomplished by altering the pseudorange and carrier phase measurements from each satellite so that they correspond to the spoofed position with the desired additive position offset \( \delta r \). The spoofed pseudorange \( \rho_s(t) \) and carrier phase \( \phi_s(t) \) measurements for the \( i \)th satellite are constructed as follows:

\[
\rho_s(t) = \rho_a(t) + \delta \rho_a(\delta r(t)) \tag{5}
\]

\[
\phi_s(t) = \phi_a(t) + \delta \phi_a(\delta r(t)) \tag{6}
\]

where \( \rho_a(t) \) and \( \phi_a(t) \) are the authentic pseudorange and carrier phase for the \( i \)th satellite and \( \delta \rho_i(\cdot) \) and \( \delta \phi_i(\cdot) \) are the nonlinear (but easily linearizable) mapping functions, based on the geometry for the particular \( i \)th satellite, that map the position offset \( \delta r(t) \) to the corresponding pseudorange and carrier phase offsets.

The second method of implementing observation-domain spoofing is timestamp spoofing. With timestamp spoofing, the measurements at a particular time are reassigned to have an alternate measurement timestamp. The required modifications to the spoofed pseudorange \( \rho_s(t) \) and carrier phase \( \phi_s(t) \) measurement from each satellite induced by the new timestamp may be expressed as:

\[
\rho_s(t) = \rho_a(t + \delta t(t)) + \Delta \rho(t, \delta t(t)) \tag{7}
\]

\[
\phi_s(t) = \phi_a(t + \delta t(t)) + \Delta \phi(t, \delta t(t)) \tag{8}
\]

where \( \delta t(t) \) is the timestamp shift applied. The authentic observables from time \( t + \delta t(t) \) are fed to the estimator as if they had occurred at time \( t \). The functions \( \Delta \rho(t, \delta t(t)) \) and \( \Delta \phi(t, \delta t(t)) \) adjust the timestamp-shifted observables to account for the transmitting spacecraft’s orbital motion and clock evolution over the interval from \( t \) to \( t + \delta t(t) \).

In position offset spoofing, because \( \phi_a(t) = \phi_a(t + \delta \phi(\delta r(t))) \), all vehicle motion reflected in \( \phi_a(t) \) is also present in \( \phi_s(t) \). This includes all high-frequency motion due to the road irregularities and other minor movements. A detection technique designed to detect small-amplitude, high-frequency discrepancies in \( \phi(t) \) via the WFARC would not actually see such discrepancies unless \( \delta \phi(\delta r(t)) \) also included simulated high-frequency content.
By contrast, timestamp spoofing borrows spoofed phase and pseudorange measurements from a different time instant, ensuring that high-frequency variations in these quantities will be different from those predicted by the \textit{a priori} state based on IMU propagation. This is more representative of an actual spoofing attack scenario in which the attacker cannot predict the high-frequency vehicle motion. Moreover, by reducing the timestamp shift $\delta t(t)$, one can realize ever-subtler attacks that are increasingly hard to detect, allowing exploration of worst-case-for-detectability spoofing.

Timestamp spoofing is also worst-case in a different sense. Because each spoofed observable is made to be consistent with the GNSS constellation geometry, the spoofing detector is presented with observables whose implied geometry is consistent with actual transmitter locations, not, for example, with a single transmitting spoofer. Moreover, because there are no irregularities in the observables that might result from an over-the-air or direct-injection attack in which the authentic signals are not perfectly nulled and so conflict with the spoofing signals, the spoofing detector is presented with observables whose variations, both in amplitude and frequency content, are entirely plausible. Thus, timestamp spoofing is representative of a case in which a well-financed attacker is able to place a single-satellite-full-single-ensemble spoofer capable of full authentic-signal nulling along the line-of-sight from the target vehicle to each overhead GNSS satellite, as illustrated in Fig. 3.

*Fig. 3: Timestamp spoofing is representative of a worst-case spoofing attack in which the attacker positions a fleet of drone-borne spoofers such that spoofing signals (1) perfectly null the corresponding authentic signals, and (2) emanate from positions along the line of sight connecting each overhead GNSS satellite to the target vehicle. The reference receiver shown to the right, whose GNSS observables are used for precise CDGNSS processing, is presumed to be unaffected by the spoofing attack.*

**RESULTS**

The following section presents an analysis of the proposed test statistic in both the non-spoofing case and against a worst-case attack. Results with the industrial- and consumer-grade IMU are presented.

**Characterization of the Null Hypothesis**

This spoofing detector is premised on a hypothesis test between statistical models for the authentic and counterfeit GNSS signals. The statistics of the null hypothesis must be fully characterized so that a statistical baseline is established, against which carrier phase errors induced by spoofing in the same setting can be compared. The null hypothesis of dynamic ground vehicle scenarios includes natural effects such as blockage and multipath, which is the predominant source of error.

To analyze the null hypothesis, the WFARC was calculated in the nominal case through the entirety of the TEX-CUP dataset containing no spoofing. Because multipath is dependent on the surrounding environment, two categories were separately considered: shallow urban and deep urban. Measurements were separated into these categories manually by identifying segments of the dataset where the vehicle resided in shallow urban and deep urban areas.

*Fig. 4 shows the complementary cumulative distribution function (CCDF) of the WFARC in shallow and deep urban environments for the nominal case with industrial- and consumer-grade IMUs. The test statistic in the deep urban case has a much longer tail, which is expected because of the extreme multipath and blockage in deep urban areas. The cyan line represents the largest value of the WFARC in the shallow urban environment and the purple line represents the largest*
value of the WFARC in the deep urban environment. These will be the thresholds used to detect spoofing. Because the test statistic in the null hypothesis is never larger than these values, it corresponds to having a false alarm probability of zero. A chi-squared test can be used to lower these thresholds but comes at the cost of having a fixed false positive rate. Fig. 5 shows the time history of the WFARC over the TEX-CUP dataset.

It is important to note that the WFARC while using the consumer grade IMU is generally smaller than the WFARC while using the industrial grade IMU. This is expected because the consumer grade IMU is of lesser quality, thus having more variance with each measurement. The a priori state estimate from IMU tight coupling has a larger uncertainty because the estimator has less confidence in the IMU measurements, leading corrupted measurements to be more believable. Once again, in the null hypothesis, spikes in the WFARC are caused by multipath and blockage.

![Figure 4: The complementary cumulative distribution function (CCDF) of the WFARC over the entire TEX-CUP dataset with the LORD MicroStrain 3DM-GX5-25 (industrial grade) IMU on the left and with the Bosch BMX055 (consumer grade) IMU on the right. The test statistic is separated into two categories: shallow urban and deep urban. The cyan line represents the largest value of the WFARC in the shallow urban environment and the purple line represents the largest value of the WFARC in the deep urban environment. The deep urban environment has a significantly longer tail compared to the shallow urban environment.]

![Figure 5: A time history of the WFARC over the entire TEX-CUP dataset with the industrial grade IMU on the left and the consumer grade IMU on the right.]
Performance Against a Worst-Case Spoofing Attack

The following is an example of a worst-case spoofing attack in a shallow urban environment. In this scenario, the spoofing attack begins while the vehicle is stopped at a stoplight and continues as the vehicle begins to move. The WFARC in this scenario are shown in Fig. 6 with both industrial- and consumer-grade IMUs. The vehicle starts moving at the 163 second mark. The spoofing attack begins at the 163 second mark just before first movement and ends at the 175 second mark. As the vehicle begins to move, the position errors will grow gradually because the vehicle slowly begins to accelerate forward, inducing a position error. Three different time shift attacks in the same scenario are shown in this figure. The shift of .15 seconds is the least subtle attack while the .05 second attack is the most challenging attack because the faults are much smaller. As the vehicle begins to move, the estimator recognizes inconsistencies between the spoofed GNSS measurements and the IMU because of the tight coupling. The rise in the WFARC above the thresholds shows this disagreement that is attributed to spoofing.

With the industrial grade IMU and using the shallow urban threshold, all three time shifts spoofing attacks were identified within a second. The estimator knows that the IMU data are different than the GNSS measurements from the WFARC, much more than anything multipath would induce in the shallow urban environment. If the vehicle was in the deep urban environment, the .05 second shift spoofing attack would just be attributed to multipath. The sensitivity of the test is dependent on multipath environment.

All three attacks were identified while using the consumer-grade IMU within two seconds. If the deep urban threshold was applied, only the least challenging attack would have been identified. In all cases, the WFARC is significantly smaller compared to when the industrial IMU is used. Once again, this is because the estimator has more confidence in the spoofed GNSS measurements than the lower quality IMU. Interestingly, there is a spike in the WFARC after the spoofing attack is over. This happens because the estimator is showing trauma from the spoofing attack– the abrupt return of the true GNSS measurements were significantly different from what the previously ingested spoofed measurements were predicting.

Fig. 6: WFARC during a worst-case spoofing attack in the shallow urban environment. The plot on the left is with the LORD MicroStrain 3DM-GX5-25 (industrial grade) IMU and the plot on the right is with the Bosch BMX055 (consumer grade) IMU. Spoofing begins at the 163 second mark and ends at the 175 second mark. The vehicle is stopped at a red light, but then starts moving at the 163 second mark, introducing a small drag off from the true position. Plotted here are 3 different time shift attacks in the same scenario. The shift of .15 seconds is the least subtle attack while the .05 second attack is the most challenging attack. From the analysis if the null hypothesis, the cyan line denotes the shallow urban threshold and the purple line denotes the deep urban threshold.

The corresponding position errors in each attack is shown in Fig. 7. The worst-case attack (time shift of -.05 seconds) only introduces a .5 meter offset over 10 seconds, indicative of an extremely subtle attack. Even the least subtle attack (time shift of -.15 seconds) only introduces a 2 meter offset after 10 seconds, which is much more challenging than the attacks simulated in the related work.
Fig. 7: The position errors induced from the different spoofing attacks. The plot on the left is with the LORD MicroStrain 3DM-GX5-25 (industrial grade) IMU and the plot on the right is with the Bosch BMX055 (consumer grade) IMU.

FUTURE WORK

The results from this paper are promising. It would be beneficial to collect even more data with the Sensorium to strengthen the empirical model. Future work includes developing techniques for the vehicle to be “contextually aware” of what multipath environment it resides in. This could be achieved by monitoring certain heuristics such as SNR, tracking loop status, and the signal quality from low elevation satellites. It would also be useful to derive the true distribution of carrier-phase fixed-ambiguity residual cost. Additionally, a direct comparison between position offset and timestamp spoofing would be insightful.

CONCLUSION

A powerful single-antenna carrier-phase-based test to detect GNSS spoofing attacks on ground vehicles equipped with a low-cost IMU was developed, implemented, and validated. Artificial worst-case spoofing attacks were injected into a dataset collected by a vehicle-mounted sensor suite in Austin, Texas and detected within two seconds. This was accomplished by using a spoofing detection technique that capitalized on the carrier phase fixed-ambiguity residual cost produced by a well-calibrated CDGNSS solution that is tightly coupled with a low-cost IMU. The finer movements of the vehicle, such as slight steering movements and road vibrations, are the necessary unpredictable dithering a spoofer is not able to replicate. The differences between IMU-predicted and measured carrier phase values offer the basis for an exquisitely sensitive GNSS spoofing detection statistic. This paper developed the null-hypothesis empirical distributions for the test statistic in both shallow and deep urban areas, and uses these distributions to demonstrate that high-sensitivity spoofing detection is possible despite integer folding and urban multipath. Additionally, the effectiveness of consumer- and industrial-grade IMUs for spoofing detection was compared. The type of tightly-coupled IMU-GNSS estimator whose by-products the proposed detection technique exploits is not currently available on commercial passenger vehicles, but can be expected to be adopted in future automated vehicles, since it provides all-weather dm-level absolute positioning.
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