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Abstract—This paper presents the first experimental demon-
stration of fused low Earth orbit (LEO) GNSS using pseudorange
measurements, achieved through a mock implementation that dis-
tributes orbit and clock models as if supplied by the constellation
operator. Obtaining resilient and accurate position, navigation,
and timing (PNT) from broadband LEO constellations is a
topic of vigorous ongoing research. Such constellations offer key
advantages over traditional GNSS: proliferated satellite coverage,
high power, wideband signals, and the potential for near-zero
age-of-data clock and orbit models. SpaceX’s expanding Starlink
constellation and known frame structure make it an especially
compelling candidate for LEO PNT. But recent analysis of its
downlink frame timing and its published orbits indicates that
stand-alone opportunistic use of Starlink signals (i.e., without
cooperation from Starlink nor access to accurate third-party
models) could not provide pseudorange-based PNT competitive
in performance with traditional GNSS. By contrast, a fused LEO
GNSS approach in which Starlink supplies real-time clock and
orbit corrections to subscribers, offers a promising pathway to
accurate PNT despite frame timing irregularities. This study
develops downlink-beam-specific parameterized orbit and clock
models tailored to Starlink’s frame clock variations. Then, as
if from the constellation operator in a hypothetical fused LEO
GNSS service, these models are distributed to users who combine
them with live-signal Starlink observables to produce navigation
and timing solutions with 10-meter-level accuracy. These results
demonstrate that fused LEO GNSS is a viable alternative or
complement to traditional GNSS for moderately accurate and
resilient PNT.

Index Terms—Starlink, positioning, low Earth orbit, fused
LEO GNSS

I. INTRODUCTION

High data throughput has quickly become the standard for
enabling high-quality video streaming, efficient remote work,
and realistic low-latency extended and augmented reality,
among other applications. Until recently, these capabilities
were limited to areas with existing infrastructure or significant
financial investment in new infrastructure. The advent of low
Earth orbit (LEO) mega-constellation broadband networks has
expanded these capabilities globally.

To achieve high data throughput and serve multiple users,
large signal bandwidths are required. Interestingly, these large
bandwidths inherently enable highly accurate time of arrival
(TOA) measurements, which are critical for positioning, nav-
igation, and timing (PNT) services. However, current LEO
broadband networks such as SpaceX’s Starlink and Eutelsat’s
OneWeb have yet to fully capitalize on this advantage by
offering PNT services to their users. While Starlink offers
a Starlink positioning mode for their user terminals, it is
far from mature, often taking several minutes to achieve a

low-resolution position solution [1]. Moreover, it is not a
service offered directly to users, but is instead only an internal
mechanism to support a user terminal’s initial network entry.

The use of LEO constellations for PNT is already well-
studied in the literature [2], [3]. They offer an attractive com-
plement or backup to GNSS amid rising threats of GNSS jam-
ming and spoofing [4]–[8]. Broadly, four primary approaches
have been identified. Table I summarizes each approach in
terms of deployment costs, availability, accuracy, time to fix,
and dependency on traditional GNSS. References [9] and [10]
give an overview of several dedicated LEO PNT projects,
while the authors in [11] develop one of the first receivers for
such a constellation—Xona Space Systems’ Pulsar. The fused
LEO GNSS concept of operations is explored in [12] and [13],
and methods for extracting high-quality TOA measurements
using existing communications infrastructure within a fused
LEO GNSS paradigm are presented in [14] and [15].

Two recent examples of network-aided opportunistic LEO
PNT based on Doppler measurements are presented in [17]
and [18], with promising positioning results. In [17], a mobile
rover is aided by a reference station with known position. This
approach additionally requires GNSS timing for initialization.
The authors of [18] performed simulations along with two field
experiments. In their first experiment, they eliminated satellite
vehicle (SV) clock and ephemeris errors by using the same
receiver for both the reference and the rover. In their second
experiment, a 635-km baseline separated the reference and
rover, implying they received signals from different Starlink
beams. As reported in [26], significant frame and frame-rate
offsets exist from beam to beam, but whatever carrier Doppler
offsets were present appear not to have prevented a useful
positioning solution.

Note that Table I also classifies the opportunistic approach
presented in [16] as network-aided because the receiver being
tracked is aided by GNSS signals during an initialization
phase, which allows estimation of LEO satellite ephemeris,
clock, and clock rate errors just as occurs with network aiding.
In effect, the receiver acts as its own reference station during
the initialization phase, holding over key estimated values
during the GNSS-denied phase.

The authors in [19] present another network-aided oppor-
tunistic approach using the Iridium constellation. They set up
nearly-zero and short baselines between their reference and
rover receivers, then perform positioning using time difference
of arrival and frequency difference of arrival. But their PNT
solutions attain only modest accuracy due to Iridium’s narrow
bandwidth, which limits TOA measurement resolution.
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TABLE I: LEO PNT Trade Space

Dedicated Fused Network-Aided Stand-Alone
Opportunistic Opportunistic

[9]–[11] [12]–[15] [16]–[20] [21]–[25]

Description LEO constellation Fuses a secondary PNT Like stand-alone Exploits unmodified signals
or hosted payloads service with a primary opportunistic, but a network from communications SVs.
dedicated solely communications service. of reference stations Public ephemerides.
to PNT. provides corrections. No network aiding.

Marginal high: constellation low: uses communications high: network of very low
deployment cost of SVs hardware and signals reference stations

Potential mid-term near-term near-term for immediate
availability local coverage

Potential < 1 < 1 < 1 < 100
accuracy [m]

Time to fix [s] < 10 < 10 < 10 < 1000

Dependency on @SVs in near-term @SVs in near-term @reference stations @SVs in some cases
traditional GNSS in near-term

In [20] the authors implement a similar approach using the
OneWeb constellation. They envision a third-party network-
aided opportunistic approach in which the reference stations
provide clock and orbit models as a form of differential
corrections. Due to OneWeb’s wide bandwidth signal, they
achieve good PNT accuracy despite poor-quality ephemerides.

Notably, the overwhelming majority of opportunistic LEO
PNT methods presented in the literature are Doppler-based
[27]. But compared to pseudorange-based PNT techniques,
Doppler-based techniques have worse timing accuracy by
many orders of magnitude (milliseconds vs. nanoseconds),
even under optimistic measurement noise and satellite clock
offset rate assumptions [22], [24], [28]. Recognizing that many
PNT applications of practical interest require accurate timing,
we focus on pseudorange-based PNT, or PNT based on TOA
measurements.

Among current LEO broadband providers, Starlink holds the
greatest potential for highly accurate pseudorange-based LEO
PNT. Up to 16 Starlink beams may be directed to a single
service cell, providing favorable instantaneous geometry. Ad-
ditionally, Starlink’s wide bandwidth signals (Fs = 240MHz)
contain deterministic pilot sequences that enable extremely
accurate TOA measurements [26], [29], [30]. In fact, Starlink’s
extraordinary bandwidth provides far more resistance to mul-
tipath than the widest traditional GNSS signal, the 51.15-MHz
Galileo E5 AltBOC signal. Moreover, the Starlink signal does
not suffer from the the side-peak ambiguity problem inherent
in Galileo AltBOC processing [31].

Stand-alone opportunistic pseudorange-based PNT with
Starlink appears intractable due to onboard clocks exhibiting
inconsistent, unmodelable behavior [26]. Therefore, we look
to a network-aided opportunistic or fused approach for this pa-
per’s pseudorange-based PNT formulation, aiming for meter-
accurate positioning and nanosecond-accurate timing.

Given that timing errors for Starlink SVs are in the worst
case beam-specific [26], a network-aided opportunistic PNT
solution would be especially costly: the inter-station spacing
for the reference network would need to be smaller than the
Starlink beam diameter, or approximately 20 km. Thus, a

fused communications-and-PNT solution, as advocated in [12],
appears more favorable for the Starlink constellation. Nonethe-
less, a fused solution may be simulated with a network-aided
opportunistic solution: The same corrections to ephemeris and
timing models, together with pilot symbols for greater detec-
tion sensitivity and improved TOA and Doppler measurement
precision, can be sent to a user receiver by the reference
network as if it had been sent by the Starlink network itself.
Thus, a network-aided opportunistic implementation amounts
to a mock fused implementation.

In this paper we propose treating the Starlink constellation
as though it were a fully operational fused LEO GNSS.
This approach involves two receivers, a reference station,
designated as the control segment (CS), and a user receiver,
designated as the customer terminal (CT). The CS functions
as a ground station, equipped with a high-gain antenna and
a high-quality clock. It monitors SVs transmitting to its ser-
vice cell and gathers key information, including transmission
timestamps, SV clock errors, and data symbols. Using these
observations along with its known position, the CS derives
accurate clock and orbital models, which it then relays to
the CT as if sent within the data message of transmitting
Starlink SVs. The CT, in turn, uses this information to form
pseudorange measurements and compensate for SV clock
errors in its PNT solution.

The CT is assumed to be a consumer-grade device that,
in the worst case, operates with a low-gain omnidirectional
antenna, a low-quality clock, and a narrow-bandwidth front-
end. Under these conditions, it may receive signals in a
low signal-to-noise ratio (SNR) regime, making it difficult to
extract TOA measurements using the known pilot sequences
alone. To mitigate this, the CS may designate additional pilot
sequences beyond those used for communications. These addi-
tional pilots would enhance TOA measurement accuracy, even
in low SNR conditions. However, such data resources would
not be allocated arbitrarily for two reasons. First, improper
selection could introduce errors due to high sidelobes in the
autocorrelation function of the pilot-bearing downlink signal.
Second, any allocation of symbols as pilots prevents their use
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as conveyors of data, cutting into downlink data rate capacity.
Instead, a select few data resources are chosen optimally to
minimize the Ziv-Zakai bound (ZZB) as described in [14].

We implement the proposed approach in a field campaign.
CS and CT receivers are used to simultaneously record data
within the same Starlink service cell. The recorded data are
processed as described, and a PNT solution is determined
using nonlinear batched least squares (NBLS). The resulting
solution achieves 10-meter-level accuracy despite suboptimal
capture bandwidth and ephemeris errors, providing motivation
for two further developments: (1) the implementation of a
dedicated fused LEO GNSS service (as discussed in [12]),
or (2) the establishment of a third-party service that deploys
reference stations in key service cells, offering the necessary
information to client receivers for opportunistic navigation
with the Starlink signal, as discussed in [10].

The rest of this paper is organized as follows. In Section II,
we present the system concept of operations and its relation
to our mock implementation. Section III discusses the Star-
link Ku-band downlink signal structure and defines relevant
terminology. In Section IV, we present the necessary SV and
receiver clock model. Section V enumerates three potential
data-aiding strategies to improve TOA measurement accuracy.
In Section VI, we explain how the CS provides ephemeris
and clock corrections. The estimator used to produce a PNT
solution is developed in Section VII. Section VIII describes
our specific experiment and presents the PNT results. Finally,
Section IX, provides some further insights about the work.

II. CONCEPT OF OPERATIONS

This section outlines the key assumptions underlying the
fused LEO GNSS concept as regards the CS, the SV constel-
lation, and the CT. It then provides a brief overview of this
paper’s experiment and explains how each component aligns
with the established assumptions.

A. Fused LEO GNSS

We assume a constellation of SVs primarily dedicated to
providing broadband internet to its users, with a secondary
mission to offer PNT services at minimal additional cost to the
user and minimal opportunity cost (i.e., reduced throughput)
to the communications service. This dual-purpose system,
referred to as fused LEO GNSS in [12], will be referred to as
such throughout this paper. Additionally, GNSS as we know
them (i.e., GPS, Galileo, Beidou, etc.) will be referred to as
traditional GNSS from this point forward.

A fused LEO GNSS could elect to rely on traditional
onboard GNSS receivers to perform orbit determination and
clock disciplining. However, this approach subjects itself to all
the weaknesses that a fused LEO GNSS seeks to overcome.
That is, service would be denied when traditional GNSS would
be denied. It is worth mentioning that despite this key flaw,
using traditional onboard GNSS receivers could be a near-
term solution for existing constellations such as Starlink and
OneWeb as there is nearly no deployment cost.

In the long term, in a fused LEO GNSS, a network of ground
stations is essential to perform precise orbit determination and

clock monitoring of the constellation. This network of ground
stations, referred to as the CS, provides ephemeris and clock
corrections to the SVs, which are then disseminated to end
users.

The constellation of SVs may operate in a transparent or
regenerative scheme. They may transmit a waveform of any
type, across any number of frequency channels, at varying
levels of directionality, and using any polarization desired by
the service provider to ensure sufficient orthogonality.

The constellation is assumed to operate in LEO and to be a
so-called mega-constellation. A mega-constellation consists of
a large number of SVs, ranging from a few hundred (e.g., Eu-
telsat’s Oneweb) to several thousand (e.g., SpaceX’s Starlink).
Constellations of this size are crucial as they provide broad
communications coverage and excellent geometric diversity
for PNT.

The CT is assumed to be a consumer device capable of
engaging in whatever resource allocation scheme the network
has employed. For example, if the network’s constellation of
SVs transmits narrow beams across multiple frequency chan-
nels, the CT is assumed to be equipped with a phased array
antenna capable of receiving the highly-directional beams and
rapidly switching between them as scheduled, along with the
necessary radio frequency (RF) chains to process signals at
any of the frequency channels.

It is not necessary for every CT to decode all the data
transmitted by a given SV. Data destined for other users are
assumed to be encrypted and thereby inaccessible to a given
CT.

If the CT is designated for PNT, it need only be capable
of computing a PNT solution using the network resources
allocated for PNT services. This opens the possibility for a
distinct category of CT: the PNT-only device. Since the signal-
to-noise ratio (SNR) requirements for PNT are significantly
lower than those for broadband communication, a service
provider could feasibly offer a compact, portable PNT-only CT
with a low-gain, possibly omnidirectional, antenna. However,
even a PNT-only CT would still require sufficient bandwidth
to precisely measure TOA using pilot symbols.

B. Mock Implementation
Since no fused LEO GNSS constellation is yet deployed, we

develop an experimental demonstration of the concept via a
mock implementation, with Starlink as our target constellation.
Our mock implementation retains all essential elements of the
fused approach.

In our implementation, the CS consists of a single reference
station at a known position, mounted on the roof of the parking
garage adjoining the Aerospace Engineering Building at the
University of Texas. Equipped with a high-gain antenna, the
CS is capable of receiving full-bandwidth (Fs =240 MHz) Ku-
band downlink signal data from a single Starlink SV at a time.
By processing the digitized received signal, augmented with
knowledge of its own position, access to precise GPS time
(GPST), and atmospheric models, the CS provides differential
corrections to the CT.

Our implementation’s CT is assumed to be PNT-only and
is situated at a location unknown to the CS. Specifically,
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the CT comprises a low-gain antenna and an RF front-end
capable of capturing only a 25-MHz real-time bandwidth—
a small fraction of the total bandwidth of Starlink Ku-band
downlink waveform. The CT is also limited to receiving data
on a single frequency channel at a time. This configuration
represents a pessimistic scenario, as the CT cannot reliably
and accurately measure TOAs based solely on existing Starlink
pilot sequences that support communications, such as the PSS
and the SSS revealed in [29]. Instead, it must be fed additional
pilot data by the CS to overcome weak SNR by additional
processing gain.

Moreover, since the CS only tracks and produces corrections
for a single SV at a time, the CT is unable to compute a
single-epoch pseudorange-based PNT solution, as is possible
with traditional GNSS. Instead, it emulates single-epoch PNT
by tracking a sequence of Starlink SVs with an RF front-end
driven by a highly stable receiver clock so that it need only
estimate a single receiver clock offset and a single clock offset
rate, as would be the case for a single-epoch solution.

III. SIGNAL STRUCTURE

This section introduces the Starlink frame structure, drawn
from [29], and additional concepts and terminology needed
to understand Starlink operation in general and Starlink-based
PNT in particular.

A. Frame Structure

As shown in Fig. 1, each Starlink downlink orthogonal
frequency division multiplexing (OFDM) frame consists of
302 intervals of length Tsym = 4.4 µs plus a frame guard
interval Tfg, for a total frame period of Tf = 1/Ff s, where
Ff = 750 Hz is the frame rate. Each frame begins with the
primary synchronization sequence (PSS), which is natively
represented in the time domain, followed by the secondary
synchronization sequence (SSS), which is formatted as a
standard 4PSK OFDM symbol. The final occupied symbol
interval in each frame is the coda symbol, which is followed
by the frame guard interval. Subsequent frames may be present
or not, depending on user demand.

The time-domain modulation sequence of the PSS, and the
frequency-domain symbol sequence of the SSS were revealed
in [29]. These sequences allow a Starlink receiver to perform
the channel estimation necessary to demodulate each OFDM
symbol in the frame. In particular, the PSS allows the receiver
to precisely identify the beginning of each frame, while the
SSS allows it to perform equalization across all subcarriers.
The PSS and SSS have a fixed phase relationship, which
allows coherent integration across the combined PSS + SSS
interval, permitting more accurate synchronization and carrier
frequency offset (CFO) estimation, as shown in [26].

B. Assigned Beams

At any given time, a user within Starlink’s ±53◦ latitude
primary coverage area may have a direct line of sight to
dozens of overhead SVs above 20◦ elevation [12]. Each
Starlink SV is capable of simultaneously directing up to 48

downlink beams to terrestrial service cells, 16 for each of its
three downlink phased arrays. A proprietary beam assignment
procedure assigns each beam to a ∼20-km-diameter service
cell [32]. A service cell may be illuminated by up to 16 beams
simultaneously, two beams for each of the eight frequency
channels identified in [29]. We call the Nbi beams deliberately
directed to the ith service cell assigned beams.

The number of distinct SVs casting assigned beams onto
the ith service cell, Nasi ≤ Nbi ≤ 16, may be less than
Nbi because a given SV may project multiple beams onto
the same cell, each on a different channel or with a different
polarization (right-hand vs. left-hand circular polarization). As
Starlink user density has increased over the past few years,
Nasi and Nbi have generally increased. It was shown in [33]
that a search procedure prioritizing high-elevation SVs was
effective at finding multiple illuminating SVs.

C. Fixed Assignment Interval

Several publications have noted the existence of a 15-s
Starlink network reconfiguration interval [33]–[36]. Because
all beam assignments remain fixed over the duration of this
interval, we call it the fixed assignment interval (FAI). FAI
boundaries appear to be approximately aligned with GPST
[33]. As discussed in [26], noticeable transitions in Starlink
frame timing behavior occur at FAI boundaries.

IV. CLOCK MODELS

This section introduces the Starlink clock models described
in [26]. These models will be necessary to derive the clock
corrections provided by the CS in Section VI.

A. Beam-Specific Clock Cascade Model

Fig. 2 presents a clock cascade model for a single Starlink
downlink beam. The model is beam-specific because, as shown
in [26], frame timing behavior may differ from beam to beam
over the same FAI for the same SV. This remarkable obser-
vation implies that Starlink signal timing is much different
from that of traditional GNSS, in which a single clock governs
the whole transmission cascade across all frequencies. To
be sure, in traditional GNSS timing offsets may be present
between different spreading codes on the same carrier and
across multiple carriers, resulting in so-called differential code
biases [37]. But the code rates as transmitted are all a constant
multiple of a single base clock’s reference frequency. By
contrast, the frame sequences on different beams from the
same Starlink SV may differ in both time offset and rate, a
fact with significant implications for Starlink-based PNT.

The root of each clock cascade is a base oscillator. As shown
in [26], this oscillator is shared across all beams from a given
SV. An onboard GNSS receiver driven by the base oscillator
produces a clock disciplining signal sd that corrects the base
oscillator towards GPST. Together, the base oscillator and the
GNSS receiver form a closed feedback loop that produces the
GNSS-disciplined timing signal td.
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Fig. 2: Clock cascade model for a single Starlink downlink
beam, from [26].

B. Frame and Carrier Clocks

The GNSS-disciplined timing signal td drives the frame and
carrier clocks. In turn, the frame clock’s signal tf governs the
timing of frames transmitted by the SV, and the carrier clock’s
signal tc drives the carrier onto which the information-bearing
frames are modulated. The frame clock is likely a software-
based clock whose output tf depends on when baseband frames
are loaded into buffers for mixing to RF and subsequent
transmission. The carrier clock is likely transparent, meaning
that tc = td, but it is represented in a manner identical to the
frame clock for full model generality.

Note that in traditional GNSS the clock driving each SV’s
spreading code (analogous to the frame clock) also drives the
underlying carrier that the spreading code modulates [38].
Thus, the code and the carrier—as transmitted—are locked
together such that the code chipping rate is a constant rational
multiple of the carrier frequency. In the case of Starlink down-
link signals, the frame and carrier clocks operate somewhat
independently, which is why they are represented separately
in Fig. 2 [26].

We represent frame and carrier clock offsets from td as ∆tf
and ∆tc. These are related to td, tf, and tc by

td(t) = tf(t)−∆tf(t) (1)
td(t) = tc(t)−∆tc(t) (2)

......

GPS 15-second boundary
Approximately aligned with

(l− 1)th FAI

0 1 Nag(l)

lth FAI

Tag(l) = Nag(l)TfTf

Frame Slot Na − 1

Fig. 3: Frame sequence timing diagram showing the transition
from the (l − 1)th FAI to the lth FAI.

where t represents true time, or time according to an ideal
clock, such as is closely realized by GPST [39]. In this paper,
true time and GPST are taken to be synonymous. The frame
and carrier clocks are related to t by

t = tf(t)− δtf(t) (3)
t = tc(t)− δtc(t) (4)

where δtf(t) and δtc(t) are the frame and carrier clock offsets.
The time derivatives of δtf(t) and of δtc(t) are called the

frame and carrier clock drift. They are equivalent to the in-
stantaneous fractional frequency deviation, written generically
as y(t), on which clock stability analysis is based [40].

C. Discrete-Time Frame Clock

The frame sequence timing diagram in Fig. 3 offers further
details about the frame clock. Each frame as transmitted has
a duration of exactly Tf according to the frame clock. Within
each FAI, the frame slot index increments from 0 to Na − 1,
with Na = 11250 being the number of frame slots in one
FAI. Each FAI starts at the beginning of frame slot 0 and lasts
NaTf = 15 s. The interval of unoccupied frame slots at the
beginning of the lth FAI, called the FAI guard interval Tag(l) =
Nag(l)Tf, spans a variable number of frame slots Nag(l). Note
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that, for any FAI index l, frame slot Nag(l) is occupied by
definition, but other frame slots may not be occupied.

Let tf(i, l,m) be the frame clock time for the ith Starlink
SV at the instant when the frame in the mth frame slot of the
lth FAI begins to pass through the phase center of the SV’s
downlink antenna, where l and m are zero-based indices. By
definition, we take this to be

tf(i, l,m) ≜ 15l +mTf (5)

Let t∗(i, l,m) and δtf(i, l,m) be the corresponding GPST and
frame clock offset. Then

t∗(i, l,m) = tf(i, l,m)− δtf(i, l,m) (6)

D. Receiver Clock

Now consider the clock of a receiver (e.g., the CT) tracking
signals from the Starlink downlink. The receiver clock time tr
is related to true time t by

t = tr(t)− δtr(tr) (7)

The receiver clock offset δtr(tr) is represented as a function
of tr because it is natively ordered in receiver time in the
course of solving for a position and time solution. The time
derivative of δtr with respect to t, denoted ˙δtr(tr(t)), is called
the receiver clock drift.

Let tr(i, l,m) be the time of reception, according to the
receiver clock, of the frame transmitted by the ith SV at true
time t∗(i, l,m). Let δtr(i, l,m) be the corresponding receiver
clock offset and t∗(i, l,m) be the corresponding true time of
reception. More precisely, tr(i, l,m) is the receiver clock time
at which the frame transmitted at true time t∗(l,m) from the
ith SV’s downlink antenna’s phase center first reached the
receiver antenna’s phase center. The receipt time tr(i, l,m)
can be related to t∗(i, l,m), t∗(i, l,m), and tf(i, l,m) by

t∗(i, l,m) = tr(i, l,m)− δtr(i, l,m) (8)
t∗(i, l,m) = tr(i, l,m)− δtr(i, l,m)− δttof(i, l,m) (9)
tf(i, l,m) = tr(i, l,m)− δtr(i, l,m)− δttof(i, l,m)

+ δtf(i, l,m) (10)

where δttof(i, l,m) is the frame’s time of flight from transmis-
sion to reception, expressed as an interval in true time.

V. DATA AIDING

The inclusion of additional pilot sequences in the local
replica generated by the CT improves both detection and TOA
measurement performance. This section discusses three data-
aiding strategies that affect the CT’s processing gain: (1) no
data aiding: the CT only uses the PSS and SSS (PSS+SSS); (2)
using the PSS, SSS, and optimally allocated subcarrier pilots,
according to the ZZB (Optimal Pilots); and (3) using the entire
data frame within the CT’s front-end bandwidth as the local
replica, either decoded by the CT or allocated by the CS (Full
Frame).

A. PSS + SSS

Given that the CT can detect the Starlink signal using a
local replica of the PSS + SSS alone, TOA measurements
obtained this way should provide reasonable accuracy. In [26],
the authors show that sub-centimeter accuracy is theoretically
achievable at moderate SNR with full bandwidth. Since our
implemented CT is limited to only 25MHz of bandwidth, a
new calculation is necessary. A lower bound on TOA error
variance for a signal with Fourier transform S(f), energy
E, and noise spectral density N0 can be expressed by [41,
Eq.11.15]

σ2
τ ≥ 1

2γ2 E
N0

(11)

where γ2 is the effective squared bandwidth defined as

γ2 ≜

∫∞
−∞(2πf)2|S(f)|2df∫∞

−∞ |S(f)|2df
. (12)

The PSS signal given in [29, Eq. 34] has a Fourier transform

SPSS(f) ≜
1

Fs

N−1∑
k=−Ng

rect
(

f
Fs

)
exp

(
−j2π(k +Ng)

f
Fs

)
pk

(13)

and, when sampled at 25 MHz, an effective bandwidth of
γPSS = 3.9977 × 107 Hz. Similarly, the SSS signal given in
[29, Eq. 1.37] has a Fourier transform

SSSS(f) ≜

N
2 − 1∑
k=−N

2

Xm1k exp (−j2πFTgk)Gs(f − Fk) (14)

Gs(f) ≜ F [gs(t)] = Tsymsinc (Tsymf) exp (−jπTsymf)
(15)

and, when sampled at 25MHz, an effective bandwidth of
γSSS = 4.6063 × 107 Hz. The PSS and SSS signal combined
in a single frame have a Fourier transform of S1(f) =
SPSS(f) + exp (−j2πTsymf)SSSS(f) and when sampled at
25MHz, an effective bandwidth of γPSS+SSS = 4.3283 ×
107 Hz. Importantly, if the PSS + SSS can be used to form a
TOA measurement, the network would incur no loss of data
capacity.

B. Optimal Pilots

Due to the low received SNR at the CT, the CS may transmit
demodulated data from the Starlink frame to the CT. The
CT can then correlate these data resources in addition to the
already-known synchronization sequences, allowing for a more
accurate TOA estimate than would be achievable with the
PSS and SSS alone. This technique can be considered as a
form of data aiding in our experiment. In practice, however,
the Starlink network would designate these data resources as
known pilots, and the CT would have a priori knowledge of
them.

In this scheme, it is critical that the overhead required to
transmit this data to the CT is minimized, ensuring reliable
and low-latency data transmission. To achieve this, the CT
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Fig. 4: The optimized selections of 12 out of 106 available
subcarriers for data aiding as a function of pre-integration
SNR.

receives only a small selection of demodulated data resources
corresponding to a sparse subset of subcarriers that span the
CT’s available bandwidth. However, the specific selection of
subcarriers will affect the TOA autocorrelation function. If the
CT is provided with a suboptimal allocation, its autocorrelation
function may exhibit ambiguities or high sidelobe levels,
leading to misdetections and increased TOA estimation errors.
Conversely, if the CT is provided an optimal allocation, the
autocorrelation function will exhibit a sharp mainlobe and
adequately suppressed sidelobes, improving the TOA accuracy
for the given SNR.

Using the noncoherent integer-constrained ZZB-
minimization techniques from [14], an optimized set of
subcarrier selections was generated for pre-integration SNRs
ranging from −10 dB to 30 dB. In this minimization, the
ZZB assumed an a priori TOA window with a duration
equal to that of the cyclic prefix. The returned allocations
are near-optimal, achieving a ZZB TOA variance within 5%
of the true optimal selection. Each selection consists of 12
out of 106 available subcarriers within the CT’s 25MHz
bandwidth. These subcarrier selections are shown in Fig. 4.
At low SNR, the selection is more evenly distributed across
the available bandwidth, while at high SNR, the selection
favors the extremities of the band, thereby maximizing the
mean-squared bandwidth.

The CS can then select subcarriers based on the CT’s
SNR, demodulate all data resources in the Starlink frame
corresponding to these subcarriers, and transmit the decoded
data to the CT as though they were pilots sent by the network.
If the Starlink network were to implement this, the transmitting
SV would need to sacrifice 12 subcarriers per OFDM symbol
in each frame. Given that each Starlink OFDM symbol consists
of 1024 subcarriers, the absolute data rate loss for the entire
frame would be 1.17%.

To compute a lower bound on TOA measurement er-
rors, the Fourier transform of the entire frame at a given
post-integration SNR can be described by SO = S1(f) +

∑300
k=2 exp (−j2πkTsymf)SS(f), where SS(f) represents the

optimal subcarrier allocation for a given symbol at a specific
SNR. Assuming that the SNR remains constant over the course
of a frame, we can compute SO for each SNR, determine the
effective bandwidth, and calculate the bound on TOA accuracy.

It should be noted that these allocations are optimal on
a per-symbol basis. In other words, a TOA measurement
computed using a single optimal subcarrier allocation across
the entire frame may not necessarily be optimal. For the
purposes of this paper, we assume that the difference will be
marginal. However, we acknowledge that the potential for an
optimal allocation throughout the entire frame warrants further
investigation in future work.

C. Full Frame

Finally, the CT may use the entire frame it has access to
in order to form a TOA measurement. This could happen in
two ways. In the first, the network provider may choose to
dedicate the entire bandwidth of the CT to pilot subcarriers.
This would mean that the CT would be designated as PNT-
only, as there would no longer be data to decode. In this case,
the SV would allocate 106 subcarriers per symbol per frame,
assuming a CT with 25MHz bandwidth. The absolute data
rate loss incurred by this allocation would be 10.35%.

Alternatively, if the CT were not PNT-only, but rather
had sufficient gain to permit decoding data, it could use the
decoded data as a local replica to form a TOA measurement as
described in [15]. This decision-directed scheme would incur
no cost to the network, but would require a more complex
CT. Additionally, any decoding errors made by the CT would
affect TOA measurement accuracy.

To compute a lower bound on TOA measurement errors,
we assume that the entire frame within the CT’s front-
end bandwidth is transmitted as pilots. The Fourier trans-
form of the entire frame can be described by SF(f) =

S1(f)+
1
Fs

∑300
k=2 exp (−j2πkTsymf) rect

(
f
Fs

)
, assuming that

the Fourier transform of the remaining symbols in the frame
is rectangular. The effective bandwidth of the entire frame
under this assumption, given a limited bandwidth of 25MHz
is γF = 4.6434× 107 Hz.

Fig. 5 plots root mean squared error (RMSE) lower bounds
for the three paradigms discussed in this section over the
range of −20 dB to 20 dB. The optimal pilot allocations were
only optimized over a range of −10 dB to 30 dB, so the
optimization for −10 dB was used from −20 dB to −10 dB in
Fig. 5. As expected, the PSS + SSS provides the worst TOA
accuracy but still achieves sub-meter accuracy at relatively
low SNR. Using the optimal pilot allocations results in a
significant performance improvement, theoretically reaching
sub-centimeter accuracy at high SNR. The use of the full frame
offers the best accuracy, theoretically reaching sub-centimeter
accuracy approximately 10 dB earlier than the optimal pilot
configuration.

VI. SATELLITE CLOCK AND EPHEMERIS CORRECTIONS

This section introduces the pseudorange measurement
model and identifies where errors due to the ephemeris and
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Fig. 5: TOA RMSE bounds for three levels of data aiding
to a CT having a front-end bandwidth of 25MHz. Using
the PSS+SSS alone incurs no loss of data capacity, while
employing 12 optimal pilot subcarriers incurs a 1.17% loss of
data capacity, and the use of the entire 25MHz band would
incur a 10.35% loss of data capacity.

transmitter clock may arise. Additionally, we explore how
these errors are mitigated in practice and in our specific
experiment.

A. Pseudorange Measurement Model

In a fused LEO GNSS based on Starlink, a CT would apply
(5) to obtain the time of transmission (TOT), according to the
ith SV’s frame clock, of the mth frame in the lth FAI. For its
part, the network would send the frame clock offset δtf(i, l,m)
so that the CT could obtain the corresponding TOT in GPST,
as in (6). Likewise, for our experiment, the frame clock offset
δtf(i, l,m) is estimated by the CS for provision to the CT, as
described below.

Rearranging (10) to isolate δtf(i, l,m) yields

δtf(i, l,m) = tf(i, l,m)−tr(i, l,m)+δtr(i, l,m)+δttof(i, l,m)
(16)

If the CS can calculate, measure, or model all the quantities on
the right-hand side of this equation, it will obtain an estimate
of δtf(i, l,m) that it can pass to the CT. To obtain tf(i, l,m),
it calculates nominal frame timing according to (5). Note that
there is no ambiguity in this calculation because, as explained
in [26], the CS can mark the end of a FAI by observation and
count frame slots within the subsequent FAI.

The CS obtains tr(i, l,m) by measurement. Let Mil be
the set of occupied-frame indices for the lth FAI of the ith
SV. A sequence of highly precise frame TOA measurements
corresponding to Mil may be extracted by the CS using the
maximum-likelihood (ML) methods described in [42]. For
m ∈ Mil, these are modeled as

t̃r(i, l,m) = tr(i, l,m) + wr(i, l,m) (17)

where wr(i, l,m) is zero-mean Gaussian measurement error
with variance σ2

r (i, l,m). As explained in [42], if the CS has

access to the full 240-MHz channel bandwidth and an antenna
with sufficient gain to provide a pre-correlation SNR of 14
dB or more, then ML TOA estimation over a full frame is
remarkably precise, with range-equivalent RMSE cσr(i, l,m)
less than one centimeter, where c is the speed of light in
vacuum.

To obtain δtr(i, l,m), the CS employs simultaneous Starlink
and GNSS signal capture, accounting for all cable delays, as
described in [26]. Finally, the CS models δttof(i, l,m) using
meter-accurate SV ephemeris models and atmospheric models,
as also described in [26].

For this paper’s demonstration, meter-accurate ephemerides
based on observables from a GNSS receiver onboard the
Starlink SVs were not available as was the case in [26].
Instead, we were obliged to use publicly accessible Starlink
ephemerides, either from space-track.org, whose ephemerides
are accurate (at least periodically) to within about 10 m [43],
or from NORAD-provided TLEs, which have much larger
errors. Such errors caused significant errors in our modeled
δttof(i, l,m). Thus, the estimated δtf(i, l,m) sent from the CS
to the CT, denoted δ̄tf(i, l,m), is modeled as

δ̄tf(i, l,m) = δtf(i, l,m) + η(i, l,m)/c+ wr(i, l,m) (18)

where η(i, l,m), given in meters and discussed further in
the following subsection, is the error in δ̄tf(i, l,m) due to
ephemeris errors.

We now turn our attention to the CT, which calculates TOA
just as the CS does but with a possibly reduced bandwidth
and, in the case of a PNT-only CT, with ML estimation
based on additional CT-provided pilot data, which provides
the ML estimator a boost in processing gain to compensate
for the CT’s low-gain antenna. Let t̃u(i, l,m) denote the CT’s
measured frame TOA for the corresponding i, l, and m ∈ Mil,
which is modeled as

t̃u(i, l,m) = tu(i, l,m) + wu(i, l,m) (19)

where tu(i, l,m) is the true TOA according to the CT’s clock,
and wu(i, l,m) is zero-mean Gaussian measurement error with
variance σ2

u (i, l,m) ≥ σ2
r (i, l,m). The CT’s pseudorange

measurement, defined as

ρ(i, l,m) = c
[
t̃u(i, l,m)− tf(i, l,m)

]
(20)

may then be modeled as

ρ(i, l,m) = ru(i, l,m) + cδtu(i, l,m) (21)
+ η(i, l,m) + cδtatm(i, l,m) + w(i, l,m)

where ru(i, l,m) is the true range between the ith Starlink SV
and the CT, δtu(i, l,m) is the CT clock error, δtatm(i, l,m)
denotes atmospheric delays along the line-of-sight path, and
w(i, l,m) is zero-mean Gaussian measurement error with
variance c2

[
σ2

r (i, l,m) + σ2
u (i, l,m)

]
.

B. Ephemeris Error Modeling

If Starlink were providing PNT services as a fused LEO
GNSS, the ephemeris errors would likely be low as the
satellite ephemeris could be packaged in a navigation message.
However, during our experiment, only TLEs were available.
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As a result, it is is important to discuss the differential errors
caused by the large ephemeris errors inherent in using TLEs.

At any given epoch, the position of a Starlink SV can be
retrieved from publicly available TLEs. The accuracy of the
SV position derived from a TLE is typically accurate to the
kilometer-level. However, after 24 hours since the TLE was
last updated, these spatial errors can grow to be 1 to 10 km
[44]. This subsection aims to characterize how these spatial
ephemeris errors affect the differential pseudorange error when
measured at the CS and CT. For simplicity, we consider a
single satellite, a single FAI, and a single frame, and thus
omit the corresponding notation.

Let ps denote the true position of the SV, pr the known
position of the CS, and pu the position of the CT. The true
ranges between pr and ps, and pu and ps, are denoted rr and
ru, respectively. These ranges are expressed as

rr =
√
(pr − ps)T(pr − ps) (22)

ru =
√
(pu − ps)T(pu − ps) (23)

Now, suppose that the assumed SV position contained a
3D spatial error ϵ. The resulting ranges, when assuming the
erroneous SV position at the CS, r̃r, and at the CT, r̃u, are
expressed as

r̃r = Hrϵ+ rr (24)
r̃u = Huϵ+ ru (25)

where Hr and Hu are the 1 × 3 Jacobians with respect to the
SV’s position, expressed as

Hr =
∂rr

∂ps
= −p̂r = −pr − ps

rr
(26)

Hu =
∂ru

∂ps
= −p̂u = −pu − ps

ru
(27)

The pseudorange measurement error at both the CS and
the CT due to the spatial errors in the SV’s position will
manifest differently due to differences in geometry. However,
if the positions of the CS and CT are close to each other,
the resulting errors will be relatively small. The relative
differential pseudorange error between the CS and the CT,
caused by spatial ephemeris errors, is denoted as η, and is
expressed as

η = (r̃r − rr)− (r̃u − ru)

= (Hr −Hu) ϵ (28)

For example, consider a specific pr, pu, ps, and 3D satellite
spatial error ϵ ∼ N (0, Pϵ), then

η ∼ N (0, σ2
η) (29)

with

σ2
η = (Hr −Hu)Pϵ (Hr −Hu)

T
) (30)

The distribution of η in (29) requires the knowledge of pu to
compute the Jacobian which is required for σ2

η . In practice, pu
is unknown, but the CT will have a priori information about
pu relative to pr. For instance, the CT might know that it is

located within the same beam footprint as the CS. In this case,
pu is modeled as

pu = pr + ξ (31)

where ξ is a 3D random offset with respect to pr, following
some distribution with covariance Pξ. Since pu is now treated
a random variable, Hu(ξ) and σ2

η(ξ) also become random
variables. Hu(ξ) is expressed as

Hu(ξ) = Hr + ξTA (32)

with

AT =
∂HT

r

∂pr
= r−1

r

(
p̂rp̂

T
r − I

)
(33)

where A is the Jacobian of Hr with respect to pr. The
derivation of this Jacobian can be found in [45]. Consequently,
(30) is reduced to

σ2
η(ξ) = ξTAPϵA

Tξ (34)

Now, σ2
η(ξ) is a function of the unknown random vector ξ, so

solving for σ̄2
η is required for modeling purposes. Note, (34)

is a quadratic form, thus

σ̄2
η = E

[
σ2
η(ξ)

]
= trace

(
APϵA

TPξ

)
(35)

Finally, the distribution of η when pu is unknown can be
modeled as

η ∼ N (0, σ̄2
η). (36)

Consider the scenario where the ephemeris error is zero-
mean Gaussian in the ENU frame, with covariance matrix
Pϵ = σ2

ephI. Also, assume that ξ ∼ N (0, Pξ), where
Pξ = diag

(
σ2

e , σ
2
n , σ

2
u

)
, centered at the CS. The choices of

σ2
eph, σ2

e , σ2
n , and σ2

u are treated as tuning parameters. The
values of σ2

e , σ2
n , and σ2

u depend on the assumed distance
between the CS and CT.

In the case of Starlink, it is required that the CS and CT
occupy the same service cell. Following this, the CT’s position
is modeled as Gaussian with Pξ = diag

(
33002, 33002, 502

)
centered at the CS, which puts the CT inside of a service cell
95% of the time. In this paper, σ2

eph is scaled with the age of
TLE. For a TLE that is 12 hours and 24 hours old, choices of
σeph = 2.5 km, and σeph = 5 km are conservatively used,
respectively. With a typical Starlink satellite to service cell
geometry, σ̄η = 17.8 m for a 12-hour-old TLE, and σ̄η = 35.6
m for a 24-hour-old TLE. If a CT had access to high-quality
ephemeris data with σeph = 10 m, then σ̄η = 0.07 m,
which would be negligible. Since the CS and CT are within
the same service cell, a small ephemeris error would affect
the pseudoranges at the CS and CT in a similar manner. The
distribution of η will be further exploited in Section VII.

VII. ESTIMATION

This section uses the measurement model derived in VI to
develop a NBLS estimator for obtaining the PNT solution of
the CT. The NBLS estimator introduced here is similar to the
traditional GNSS NBLS estimator, with additional constraints
tailored to the specific requirements of our experiment.
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A. Estimator Formulation

In practice, the CT would be expected to compute an
instantaneous PNT solution using pseudoranges from multiple
SVs all received at nearly the same time, with little ephemeris
error. This estimator could be similar to what is used in
traditional GNSS. The estimator developed in this section can
use measurements from multiple SVs at a time, but these mea-
surements will not be received simultaneously and, in some
cases, may be spaced minutes apart. Additionally, they will
also suffer from large ephemeris errors since only TLEs were
available at the time of the experiment. Appropriate design
changes are made to compensate for these differences. We
begin by making the simplification that, for our experiment,
only one FAI is used for each satellite. Therefore, we drop
the FAI index from here onward. This also implies that the
set Mil = Mi. Then, we develop the NBLS estimator by
rewriting the pseudorange measurement model in (21) as

ρ(i,m) = ru(i,m) + c[δtu(0, 0) (37)

+∆t(i,m)δṫu] + η(i) + w(i,m)

where ∆t(i,m) is the time separation between the first SV’s
first frame and the ith SV’s mth frame in seconds, δṫu is the
CT’s clock drift, which is assumed to be constant over the
course of the experiment, and η(i) is as described in Section
VI. Here, we simplify by assuming that η(i) remains constant
over all FAIs and frames for a given satellite. Then, we can
define our measurement vector z for n SVs as

z =


ρ(0)
ρ(1)

...
ρ(n− 1)

 , ρ(i) =

ρ(i, 0)ρ(i, 1)
...

 (38)

where the length of ρ(i) is the cardinality of the set of
occupied frames used to determine pseudorange measurements
during the ith SV’s FAI, denoted by Mi.

Next, we define the state vector. Given the nature of the
current experiment and the gravity of the ephemeris errors
present in z, it is necessary to estimate η(i) for each SV i.
However, to limit the number of total states to be estimated, we
combine the CT’s clock offset with η(0) as δtη = cδtu(0, 0)+
η(0). We also define δη(i) = η(i) − η(0). The measurement
model may then be reformulated as

ρ(i,m) = ru(i,m) + δtη (39)

+ δη(i) + c∆t(i,m)δṫu + w(i,m)

Where, by inspection, δη(0) = 0. Then, the state vector x is
given by

x =
[
pT

u δtη δηT cδṫu
]T

(40)

where pu ∈ R3 are the position states of the CT in the Earth-
centered, Earth-fixed coordinate system and δη ∈ Rn−1 is the
vector of all δη(i), i ̸= 0. Finally, we can define the design
matrix H for a single row as

H(i,m) =
[
∂ρ(i,m)

∂pu

∂ρ(i,m)
∂δtη

∂ρ(i,m)
∂δη

∂ρ(i,m)

∂cδṫu

]
(41)

=
[
p̂(i,m) 1 1i ∆t(i,m)

]

Where 1i ∈ Rn−1 is a vector with 1 in the ith position and
zeros elsewhere. We also make the important distinction that
10 = 0 ∈ Rn−1, or equivalently, 10 is the zero vector.

B. Measurement Covariance

If all measurements were independent and identically dis-
tributed (IID), we could proceed directly to form the estimate
x̂ with ordinary least squares. However, there are two primary
factors that affect the distribution of the measurements, pre-
venting them from being IID. First, the received SNR of the
ith SV’s mth frame may differ from SV to SV and frame to
frame at both the CS and CT, which influences the variance
of w(i,m) over time. Second, the shared CT clock parameters
between measurements introduce correlation.

To begin, we first assume that the SNR for the ith satellite
remains relatively constant for the entire FAI, as observed at
both the CS and the CT. Therefore, we can define w(i,m) ≈
w(i) ∼ N (0, σ2(i)),m ∈ Mi. The measurement covariance
matrix of the ith SV Ra(i) = σ2

ρ(i)Ii, where Ii is the identity
matrix with size equal to the cardinality of Mi. Consequently,
the measurement covariance matrix for all SVs, due to TOA
estimation error is then the block diagonal matrix

Ra =


Ra(0) 0 . . . 0

0 Ra(1) . . . 0
...

...
. . .

...
0 0 . . . Ra(n− 1)

 (42)

where each 0 is an appropriately sized matrix of all zeros.
To address the clock errors, we first point to the original

measurement model in (21). Dropping the FAI index, the
CT clock offset term δtu(i,m) is a random variable, which
is modeled as a combination of a Wiener process and an
integrated Wiener process [46]. It’s instantaneous variance is
given by σ2

δtu
(i,m) = Sf∆t(i,m)+

Sg∆t3(i,m)
3 in [47], where

Sf = h0

2 and Sg = 2π2h−2 are the power spectral densities
of the phase and frequency random processes of the receiver
clock, respectively. Typically, the coefficients h0 and h−2 are
determined through laboratory experiments.

The measurement covariance matrix introduced by the clock
offset random process is determined as follows. For the
receiver clock offset at the time of the ith and jth SV’s mth
and kth frames, respectively the covariance is

E[δtu(i,m)δtu(j, k)] = Sf∆tm +
Sg∆t3m

3
(43)

where ∆tm = min(∆t(i,m),∆t(j, k))

Therefore, we may define each element of the measurement
covariance due to CT clock errors Rclk as in (43). As a
simple example, consider the 3 × 3 case where three TOA
measurements are extracted from three frames from two SVs.
Then, Rclk would be

Rclk =

σ2
δtu

(0, 0) σ2
δtu

(0, 0) σ2
δtu

(0, 0)
σ2
δtu

(0, 0) σ2
δtu

(1, 0) σ2
δtu

(1, 0)
σ2
δtu

(0, 0) σ2
δtu

(1, 0) σ2
δtu

(1, 1)

 (44)

From there, it is straightforward to extrapolate Rclk for mul-
tiple TOA measurements from various satellites and frames.
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Then, the final measurement covariance matrix R is formed
as

R = Ra + c2Rclk (45)

C. Maximum a Posteriori Least Squares Update

At this point, the weighted NBLS estimator would allow
the states δη to explore any value. However, since we have
a priori information about the distributions of δη, we can
incorporate this information within the NBLS update step as
follows. First, consider the traditional weighted NBLS update
step at the kth iteration with residuals δz

x̂k = x̂k−1 + (HTR−1H)−1HTR−1δz (46)

We may apply the a priori distribution of x̂0 to the update,
assuming that x̂0 ∼ N (x0, P ). The update step then becomes

x̂k = x̂k−1 + (HTR−1H + P−1)−1(HTR−1δz + P−1δx)
(47)

where δx = x̂k−1 − x0, and x0 is the initial guess of the
iterative NBLS process. Assuming no prior knowledge of
the position, clock offset, or clock drift states, the a priori
covariance matrix P ∈ R5+n−1 will be diffuse for the first
four states and the final state. Said differently, the first four
diagonal elements of P and the last diagonal element of P will
be set to ∞ to reflect a complete lack of prior knowledge. The
elements corresponding to the δη states will be set to Pη and
the elements corresponding to the covariance between δη and
the diffuse states will be set to 0.

The matrix Pη is defined using the distributions derived
in Section VI. To define Pη in this way, we first make the
simplification that η(i) ∼ N (0, σ̄2

η(i)), i ∈ I, where I is the
set of all SVs used in the NBLS estimator. After making this
simplification, we can recognize that

δη ∼ N (0, Pη) (48)

Pη =


σ̄2
η(0) + σ̄2

η(1) σ̄2
η(0) . . . σ̄2

η(0)

σ̄2
η(0) σ̄2

η(0) + σ̄2
η(2) . . . σ̄2

η(0)

...
...

. . .
...

σ̄2
η(0) σ̄2

η(0) . . . σ̄2
η(0) + σ̄2

η(n − 1)


(49)

Then, the initial guess is set to x0 =
[
p0 0

]T
, where p0 is

some diffuse initial position guess, and 0 is the zero vector of
length n+1. From there, given a set of measurements z the CT
may form a solution using the weighted NBLS estimator by
iteratively applying (47) over a predefined number of iterations
or until the second quantity in (47) becomes sufficiently small.

VIII. EXPERIMENTAL RESULTS

This section discusses the experiment we devised to test
our mock implementation of fused LEO GNSS, including
the signal capture setup, the specific scenario, and the results
obtained.

A. Signal Capture

To capture signal data, a CS receiver and a CT receiver
were set up. The CS was located on the roof of the Aerospace
Engineering Building on the University of Texas campus.
The CS used a steerable 90-cm offset parabolic dish with an
approximately 3 degree beamwidth to receive Starlink signals.
The dish was steered to desired SVs using TLEs, with the
beamwidth limiting captures to a single SV at a time. The
parabolic dish was equipped with a feedhorn connected to a
low-noise block (LNB), which has a conversion gain of 60 dB
and a noise figure of 0.8 dB. The LNB downconverts 10.7–
11.7 GHz signals to 950–1950 MHz, or 11.7–12.75 GHz to
1100–2150 MHz. The antenna’s nominal gain is 40 dBi at
12.5 GHz, with at least 4-5 dB of losses due to the absence
of a circular-to-linear polarizer and feedhorn misalignment.

The CS also featured a signal capture system capable of
continuous sampling at 250 Msps. The usable bandwidth of
the capture is around 200 MHz, which was ample to obtain
high-quality TOAs from Starlink’s Fs = 240 MHz Ku-band
downlink signal. The hardware then performed downmixing
to baseband, bandpass filtering, and 16-bit complex sam-
pling. The capture system can simultaneously capture on two
channels, with the limitation that the sampling rate must be
identical for both channels to start sampling simultaneously.
This setup is referred to as a dual capture. To extract TOTs as
described in [26], a dual capture of both Starlink and GNSS
data was performed for all captures treated in this paper. The
signal capture system and the LNB local oscillators were both
driven by an external GPS disciplined oven-controlled crystal
oscillator (GPSDO).

The CT was located in the parking lot of the Whitaker tennis
courts in Austin, TX, approximately 3.009 km from the CS.
The CT used the same feedhorn and LNB as the CS, but did
not have a parabolic dish. Instead, the CT faced the feedhorn
directly towards zenith to collect data. The CT also featured
a signal capture system. It was only capable of continuous
sampling at 25 Msps. The hardware performed the same steps
as in the CS, including downmixing to baseband, bandpass
filtering, and 16-bit complex sampling. Like the CS, the CT’s
signal capture system can also perform a dual capture. For
ground truth, a dual capture of both Starlink and GNSS data
was performed at the CT as well. Since the CS and CT were
only able to observe one SV at a time, there were often long
gaps between observations. To make long gaps appear short,
the CT signal capture system’s local oscillator was also driven
by an external GPSDO, and the LNB’s local oscillator was
driven by the same GPSDO.

B. Scenario Description

Starlink signal data was recorded over approximately a 13-
minute period in January 2025. During this time, the CT
was continuously capturing to ensure local clock coherence
between SVs. The CS sporadically captured as SVs became
observable, capturing data in 60-second periods. Both the CS
and the CT captured data at a center frequency of 12.075 GHz,
corresponding to channel 6 from [29]. Over this period, 5 SVs
were visible. Fig. 6 shows the ground tracks of the recorded
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Fig. 6: The ground tracks of the recorded Starlink SVs.
In total, 5 SVs were recorded, with identifiers, in order of
capture, being 5135, 31686, 3160, 3569, and 31848. The black
diamond marks the location of the CT and the black square
marks the location of the NBLS initialization.

Starlink SVs. For all 5 SVs, measurements were generated
over a 10-second period during an FAI. The gaps between
SVs ranged from as few as 100 seconds and as many as 280
seconds.

TOA measurements were made at the CT by using full
frames as local replicas. Since Starlink frames change fre-
quently and the modulation of each symbol in each frame
also changes, sometimes within a symbol (as shown in [42]),
decoding enough frames to generate a significant number of
measurements proved too cumbersome. Instead, we opted to
directly correlate the CS in-phase and quadrature samples
with those of the CT. This process is similar to the decision-
directed approach described in Section V. We acknowledge
that this is a suboptimal method to extract these measurements,
and improvements could be made in the future. In total,
Nz = 6384 TOA measurements were extracted from 5 SVs
over 50 seconds of data. The measurements from a single
SV are spaced at arbitrary multiples of the frame rate 1/750
seconds.

For these data, only TLEs were available. Most of the
TLEs were 24 hours old, with one being just 12 hours
old. We determined Pη from Section VII-C by using the
method described in Section VI-B. To do this, we assumed
that the position of the CT was Gaussian distributed with
σe = σn = 3.3 km and σu = 50 m around the CS. Since
the TLEs were around 24 hours old, σeph = 5 km was used.
Given that the CT’s local oscillator was driven by a GPSDO,
we set h0 = 5 × 10−23 and h−2 = 3 × 10−26 to model an
especially good OCXO.

C. Results

The NBLS estimator was set up as in Section VII and
initialized in Monterrey, MX, as shown in Fig. 6, approxi-
mately 572 km away from the CT. Fig. 7 plots the results of
the NBLS using the measurements obtained during our field
experiment. At the top, the residuals are shown. The residuals
are nearly zero-mean and show the long gaps between SV
observations. The final solution is plotted below the residuals.
The solution has an absolute 3D error of 6.47 m, with a 95%
confidence ellipse that has a semi-major axis of 11.96 m and
a semi-minor axis of 6.31 m. The reported altitude has a 95%
confidence interval of ±18.6 m around its solution. Finally,
the clock offset state δtη is resolved within a 95% confidence
interval of ±17.29 m around its solution. Considering that this
estimate is the combination of the true clock offset δtu(0, 0)
and the TLE error η(0), we can incorporate the distribution of
η(0) into the confidence interval for resolving the true clock
offset. Assuming a 24 hour old TLE, the confidence interval
expands to ±73.27 m around the true clock offset. Converting
to seconds this allows us to resolve clock offset to ±244.39
ns with 95% confidence.

IX. CONCLUSION

In this paper we presented a method for producing a
pseudorange-based PNT solution using Starlink’s Ku-band
downlink signal. We tested this method in a field campaign and
achieved 10-meter-level position and timing accuracy, despite
challenges presented by large ephemeris errors, a low-gain
receiver antenna, and a narrow-bandwidth front-end. SpaceX
could readily implement a full-fledged fused LEO GNSS
service using the methods described here. The accuracy of
such a service would exceed what we have demonstrated,
provided that SpaceX has access to meter-accurate ephemeris
data for their Starlink SVs and could actively monitor their
SV clocks to within ∼10 ns. Alternatively, a third-party service
could be developed, deploying reference stations at service-cell
density to provide timing and ephemeris corrections to users.
In either case, we believe that the present work establishes
the viability of pseudorange-based LEO PNT as a backup to
traditional GNSS in the near term. Looking further ahead, we
expect LEO PNT to eventually provide PNT services superior
to traditional GNSS.
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